Lab Notes 1

1. What is a variable?   - a measured concept.

2. Basic terms about variables:
      a. Variable Name: name of a variable – no more than 8 letters

b. Variable label: a detailed description of a variable

c. Value label: a description of response categories for a variable

          Example: What is your religious preference?

                          1. Protestants
2. Catholics       3. Jewish        4. Others          5. None

         Since it is too long to record such a sentence – people use 

         Relig as  variable name

         Rs’ Religious Preference  --- as value label

For the above question, the value labels are as follows:

         1. Protestants
2. Catholics       3. Jewish        4. Others          5. None

Introduction to Spss -- Basic Steps:

1. Get the data set into Data editor 

2. Select a procedure

3. Select the variables for analysis 

4. Examine the results

Windows 

1. Data editor window – display data

2. Viewer window – view the results of data analysis

Tool Bars

Each window has its own toolbar.  

      Utilities
Find variable information

In-Class Exercise

Complete a) Research Report 1.2 (p23) 

     b) If  you time, you can work on Research Report 1.1 (p20). 

Note: There are some minor differences between your computer textbook and the SPSS in the lab.  The textbook is SPSS version 8.0 and SPSS in the lab is version 11.0 (or 10.0). Pay attention to the following difference:  
    Spss 8.0                                            
 SPSS 11.0 

   in your textbook                    
in the lab

•Statistics                         
     
Analyze
•Summarize                    

Descriptive Stats
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1. Format of Tables: Structure: cells, rows, columns

Rows: place your DV                              Column: place your IV

2. How  to read a table?   Compare percentages by examining differences b/w  % across Independent variable categories

If the IV only has two categories (yes/no),  you only need to compare yes category.  Why - because the two percentages add together is 100%.

3. Hypothesis – def. a testable statement of relationship b/w variables.   

Format: Variable A (IV) affects (influences/ is related/….) variable B – the dependent variable (DV).

Example:  social class affects one’s feeling of happiness.

4. There are some minor differences between your computer textbook and the SPSS in the lab.  The textbook is SPSS version 8.0 and SPSS in the lab is version 10.0. Pay attention to the following difference:  
    Spss 8.0                                             SPSS 10.0

   in your textbook                                   in the lab

•Statistics                         
     
Analyze
•Summarize                    

Descriptive Stats
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Exploring Causal Relationship through Crosstab

We can use bivariate tabls to analyze causal relationship b/w variables.

a. Obtain column % in SPSS

b. Compare columns with each other

If the IV affects DV, the column percentages will change or vary.  The greater difference from one column to another, the greater impact of the IV on the DV.

Thus, when you analyze a table, you need to ask the following Important Questions:

1.
Do the column percentages change at all between categories of the IV?  Are the percentages exactly same?  If they are not, that means it may have a relationship but not sure the relationship is significant or not. 

Examine a crosstab
2.
Is the relationship statistically significant?  Or is the significance of chi-square less than .05?

The significance of chi-square will tell you whether it is Sig or not.   You can find this out by looking at the printout where it is marked by Asymet. Sig.

Two situations:

a. When the probability is smaller than .05, you reject the null hypothesis.    It means that (1) the relationship b/w the variables is statistically significant, 

      (2)  there is a real relationship b/w the variables  (in the population from which the sample was selected).

b. When the probability is bigger than .05, you accept the null hypothesis.    It means that (1) the relationship b/w the variables is NOT statistically significant,

       (2)  there is no relationship b/w the variables  (in the population from which the sample was selected).

3. How strong is the relationship?  --- will discuss it in later sessions   
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 Three Important Questions:

1.
Do the column percentages change at all between categories of the IV?  Are the percentages exactly same?  If they are not, that means it may have a relationship but not sure the relationship is significant or not. 

2.
Is the relationship statistically significant?  Or is the significance of chi-square less than .05?

The significance of chi-square will tell you whether it is Sig or not.   You can find this out by looking at the printout where it is marked by Asymet. Sig.
3. How strong is the relationship?  

a.What is the value of Cramer’s V (or gamma which we will cover later on)?  Is it bigger than .10, .30 or somewhere in between?

Strength of Association  In addition to the statistical significance, strength of association is also important.  If a relationship is strong, you will observe large differences in the percentage distribution.  If a relationship is weak, you will observe small differences in the percentage distribution.  

How to decide what is strong or weak?  Cramer's V and Gamma are two measures of association.  Generally the range varies from 0.00 to 1.00.  The closer to 1.00, the stronger the relationship; the closer to 0.00 the weaker relationship.  

As the rule of thumb, 0 -.09 is considered as weak

0.10 to .30 moderate

.30 or above strong relationship.

Where to look in the SPSS results?

•Look for “ Symmetric Measures”

Sample 1:         Symmetric Measures

                        Value                Apporx. Sig                

•Nominal 

cramer’s V          .23                   .001

•Conclusion: moderate relationship b/w the variables

Sample 2
Symmetric Measures
•                        Value                Apporx. Sig                

•Nominal 

•cramer’s V          .09                   .21

•
•Conclusion: weak  relationship b/w the variables

*****************************************************************
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Three important questions to ask when reading a table:

1. Whether column % change? Or are they same? 

· a. If same, it means no relationship b/w the two variables

· b. If not same, that may suggest a relationship. Or look at Decision Chart #1  Then go to the 2th question.

2. Is the relationship significant?    Use .05 (chi square significance) to decide whether it is significant.   Or look at Decision Chart #2.

3. How strong is the relationship between the two variables in a table?

How can you tell whether it is strong? 

· Use Measures of association to decide

      Use a measure called “CRAMER”S V (when both row and column variables are nominal or one of them is nominal) to decide.

· Rule of Thumb for measures of association (such as Cramer’s V):

· a. Below .10 --- indicate a Weak         relationship b/w the variables

· b. Value b/w  0. 10 to 0.30  -- moderate relationship

· c.  Value 0.30 above - -- indicate strong relationship b/w the variables.

Range of measures of association (such as Cramer’s V)

Range varies from 0.00 to 1.00

·  the closer to 1.00, the stronger the relationship.

· The closer to 0.00, the weaker the relationship.

