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Today we did “binary representation”: CW#7 
 

1

Similar to a decimal representation that uses powers of 10 and coefficients between 0 and 9:
188 = 0 ×107 + 0 × 106 + 0 ×105 + 0 ×104 + 0 ×103 + 1 ×102 + 8 ×101 + 8 ×100

A binary representation uses powers of 2 and coefficients 0 or 1:
188 = 1 ×27 + 0 × 26 + 1 ×25 + 1 ×24 + 1 ×23 + 1 ×22 + 0 ×21 + 0 ×20

= 1 0 1 1 1 1 0 0
The advantage is that electrically a computer works more efficiently with 0 and 1, 
the disadvantage is with eight bits of information (8 digits as shown above), the highest
integer we can represent in binary is only 27+26+25+24+23+22+21+20=255, while with the
same number of decimal digits that number is much higher: 99 999 999.

 

2

To represent 0.5 with eight bits we convene, for example, that the highest number
(1111 1111 or 255) corresponds to 1 and the lowest number (0000 0000) to 0, obviously. Then
Half of the highest number (127.5) rounded to the next integer will represent 0.5

An alternative method for representing fractional numbers is to use a “binary dot” similar to
the decimal dot:
13.125 = 0 ×103 + 0 × 102 + 1 ×101 + 3 ×100 •   1 ×10-1 + 2 ×10-2 + 5 ×10-3 + 0 ×10-4

A binary representation would use negative powers of 2 after the dot:
13.127 = 1 ×23 + 1 × 22 + 0 ×21 + 1 ×20 •    0 ×2-1 + 0 ×2-2 + 1 ×2-3 + 0 ×2-4

= 1 1 0 1 •     0 0 1 0

 
 



Suggested items to write in the Engin 103 logbook: 
 1) Explain if any fractional number can be represented in a binary system 
with infinite precision, why? 
 2) What is the implication of this (your answer to question 1) to the 
numerical solutions of any scientific equation? 


