
need to conclude that such associations are ‘causal’?

As discussed by Weed,53 meta-analysis may allow us to

‘summarize evidence from biological, clinical and social levels

of knowledge . . . [but] combining evidence across levels is

beyond its current capacity. Meta-analysis has a real but

limited role in causal inference, adding to an understanding of

some causal criteria.’ Hill’s54 nine criteria for causal inference

have been used to interpret observed associations between

environmental exposures and disease outcomes in various

fields, such as nutritional epidemiology,55 but only in a limited

way in the field of genetic association.55 Although none of the

nine criteria (including strength of association) are absolute,

the question of causal interpretation of genetic associations is of

timely interest.

By creating the opportunity for millions of comparisons, GWA

might be expected to generate an outpouring of false positive

results. However, by its very nature, GWA may also supply a

definitive solution to the problem of selective reporting, which

is not limited to genetic epidemiology. Typically, epidemiologi-

cal studies target only a few risk factors at a time and only

selected findings are published. In theory, GWA studies could

collect information simultaneously on a very large number of

genetic variants and make the entire database transparent and

available online.7

One important near-term activity for HuGENet is developing

a systematic approach to assessing cumulative evidence

and inferring causality for genetic associations. In a recent

commentary, one of us proposed a schema (Table 2)

for qualitative scoring on five ‘axes,’ including effect size,

replication, protection from bias, biological plausibility and

relevance to medicine or public health.57 This schema has

much in common with the criteria, guidelines or viewpoints

discussed earlier but will need to be further modified based

on accumulated experience from ongoing GWA efforts

(see Table 2 for comments). For example, in this schema,

‘weak’ associations (RRs <2) are viewed as least credible,

yet we can expect most true associations to fall below this

criterion. Indeed, many may have relative risks <1.2, in the

range where very large sample sizes are needed (tens of

thousands of cases). Under this scenario, the analytical ability

of epidemiological methods will break down, even with limited

bias. For example, a recent GWA-based discovery of a genetic

variant that increases the risk of obesity 1.22-fold has not been

replicated consistently.15 How credible can this association be

and how large a sample size do we need to validate such an

association, even if it is true?

Replication of evidence, while an absolute necessity, could

become more problematic as researchers debate how much

replication is enough, especially in the case of small effect sizes.

Perhaps in genetic epidemiology, replication may be a con-

tinuous process without end. In research on medical interven-

tions, too much replication is unacceptable because it exposes

people to documented risks from harmful interventions or

withholds benefits from effective interventions. In genetic

epidemiology, the downside of excess replication lies in the

opportunity costs—research funds and investigator efforts that

could be better applied to other endeavours. Even accumulated

evidence from a large number of studies may have modest

credibility, and better and larger studies may still be needed.

The cost of replicating associations with individual genetic

variants emerging as candidates from a GWA study will be

considerably less costly than the GWA study itself. Certainly, an

open model for sharing of individual level data in GWA

studies—as we are beginning to see from the NIH-sponsored

Genetic Association Information Network (GAIN) initiative58

and the Wellcome Trust-sponsored Wellcome Trust Case-

Control Consortium (WTCCC) consortium59—may help the

validation/replication process by enhancing transparency and

minimizing selective reporting biases.

‘Protection from bias’ is difficult to assess. Most known biases

in epidemiology cause spurious associations that can easily

mimic a true small effect size. Biases introduced by genotyping

Table 2 Grading the credibility of the evidence for individual gene–disease associations: some proposed grading criteria and their limitations
in interpreting recurring weak associations

Axis Proposed gradinga Comments

Effect size Small effect size (RR<2) has lowest grade while
large effect size considered best (RR45)

Most biologically causal factors are expected
to have RR < 2. Many may be beyond the limit
of analytical ability

Amount of evidence/replication Single or few scattered studies have lowest grade
while large-scale inclusive analyses are best

The more information the better the inference,
although it may be difficult to set hard rules
for the amount of replication for weak
associations. There is a risk for endless
replication

Protection from bias Clear presence of bias gets poor grade while clear
strong protection gets high grade

Most studies will be in between. Absolute protection
from bias is hard to achieve. More empirical
evidence and consensus is needed on which biases
are more serious than others.

Biological plausibility No functional data scores lowest while convincing
biological data scores highest

Need consensus and empirical evidence for the
importance of specific items of biological
plausibility

Relevance Graded according to clinical or public health
application

Individual weak associations will have little relevance to
use for genetic testing because of their poor predictive
ability especially for rare conditions

a Grading proposed by Ioannidis.57
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THE EXCITEMENT BEGAN 5 YEARS AGO, 
when a study of 146 Caucasian volunteers 
turned up a common gene variant among 
those with the eye disease macular degener-
ation. Researchers had used a new strategy: 
They scanned large stretches of the genomes 
of the sick and the healthy and found a single 
DNA base that was much more likely to be 
present in those whose eyes were failing. 

The fi nding was remarkable: Relatively 
few people participated in the study, yet those 

with two copies of the suspect gene vari-
ant had 10 times the risk of macular degen-
eration, a huge increase. Furthermore, the 
method the group used, called genome-wide 
association (GWA), had some big advan-
tages: It was unbiased, testing thousands of 
gene-disease associations at once, not just a 
researcher’s favorites. And it pointed to com-
mon variants, found in at least 5% of individ-
uals studied. GWA studies offered hope of 
identifying people at risk for diseases, uncov-

ering new disease mechanisms, and fi nding 
new targets for therapy.

Almost immediately, researchers applied 
GWA to other conditions. But they were 
quickly stymied. “People did studies with 
300 or 500 people and didn’t fi nd anything, 
then did 1000 and didn’t fi nd anything,” says 
Deepak Srivastava, who directs the Gladstone 
Institute of Cardiovascular Disease at the Uni-
versity of California (UC), San Francisco. It 
quickly became clear that macular degener-
ation was an exception. Most GWA studies 
needed 10,000 or more volunteers to get a sta-
tistically signifi cant result, because the effect 
of each gene was so small. 

Since the human genome was sequenced 
10 years ago, technology has moved with 
lightning speed; many now believe that 
GWA methods, which cover a fraction of the 
genome, are becoming obsolete. Sequencing 
costs continue to plunge, and within a few 
years sequencing entire genomes of hundreds 
of subjects will be fi nancially feasible. 

What has the GWA experience taught us? 
The results from one group of GWA studies, 
for heart disease, are typical, with a mixed 
record and an uncertain legacy. The technique 
has identifi ed dozens of variants, but all have 
weak effects; so far, almost none has led to 
DNA changes that actually cause disease. 
Researchers have had more success fi nding 
variants that link to tightly defi ned conditions 
like high cholesterol than to heart failure, a 
catch-all disease. 

“At the end of the day, we have a bunch 
of loci and genes, but none of them” do all 
that much to raise the risk of heart disease, 
says Eric Topol, a cardiologist and director 
of the Scripps Translational Science Institute 
in San Diego, California. Nor have they yet 
altered our understanding of how the heart 
falters—knowledge, Topol says, that will 
take time to develop. 

GWA studies still have many backers. 
“We have new technology that’s enabled us 
to look at things we’ve never seen before,” 
says Bruce Psaty, a cardiovascular disease 
epidemiologist at the University of Wash-
ington (UW) School of Medicine in Seattle. 
And Francis Collins, director of the National 
Institutes of Health (NIH), has said that the 
approach has provided “1000 new drug tar-
gets” (Science, 28 May, p. 1090). 

Clues missing
The fi rst GWA results for heart disease hit 
in 2007. Three studies examined coronary 
artery disease, in which plaque builds up 
in the arteries and narrows them. Together 
with subsequent studies, they identified 
12 new genetic variants, called single-
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Major Heart Disease 
Genes Prove Elusive
So far, genome-wide association studies have not found common genes 
with a big impact on heart health; researchers hope that the low-effect 
genes they are fi nding will help identify pathways and drug targets
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Why study gene-environment
interactions?

 Most disease burden is jointly
determined by interaction of individual
genetic endowments and complex
sequence of environmental factors

 These gene-environment interactions
require decades to fully manifest over
the life course

 Diseases and conditions of later life
occur in some and not others because of
intense interactions between particular
genetic constitutions and particular
sequence of social and physical
environments



Why study gene-environment
interactions? cont’d

 BUT…little is known about underlying causes
of these conditions and why they are now
increasing in frequency – for e.g. asthma

 Requires study of these sequential events in
large numbers of people over time, on
whom baseline genetic and repeated
environmental exposures are taken, to:

 understand the causal pathways; and,

 develop disease prevention strategies



Studying Genetic and Environmental Contributions to
Disease Causation:  An Uneven Playing Field

Difficult / CostlyEasy / Cheap
Overall Ease & Cost of

Accurate Ascertainment

Getting Costlier (as awareness
of chemical/physical/biological
complexity increases)

Getting cheaper by the dayData Analysis Costs

Difficult (e.g.  air/water/diet
samples)

Easy  (buccal swab, buffy coat)Sample Storage
(for later analysis)

Expensive (real-time assays)Cheap (on a sample)Data Collection Costs

Yes – new samples needed
whenever exposure changes

No – one sample per lifetime is enough
(unless gene expression arrays are
used)

Time-varying?

Environmental Exposure
Measures

Genetic Exposure Measures
Measurement

Attribute



Comparison of “Huge, Data-Thin” Cohorts (e.g.  U.K. BioBank)

And “Small, Data-Thick” Cohorts (e.g.  Southampton)

Less biased results
Biased main effects and

interaction results
Leading to:

“Better balanced errors” for
environmental versus genetic
factors

Large environmental exposure error
>> genetic factor errors

Leading “Exposure-
Measure Bias”

Expensive, directly measured bi-
chemical physiologic, imaging,
functional outcomes
(often continuous)  → ↓  SS.

Cheap-to-collect administrative data –
e.g. hospitalizations for
diagnoses/deaths
(dichotomous)  → ↑  SS.

Outcomes

Expensive, balanced mix of
environmental and genetic
measures

Cheap-to-collect/store measures – e.g.
genetic

Exposures

< 30,000500,000+Sample Size
    due to choice of:

High
(if > $1,000. / data-wave)

Low
(e.g. < $500. / data-wave)

Cost Per Subject
       due to:

Small – ThickHuge – Thin
Cohort

Attribute
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