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in the presence of persistence. We show that for observed ranges of persi&{@cean be nearly 100% greater aRdnore than 20%

lower than conventional estimates. This implies that the expected design life of a system is longer when persistence is taken into accoun
Also, by ignoring persistence, low flow quantiles may be underestimated by 50% or more. An evaluation of the effect of persistence on
drought risk estimation across the U.S. is presented.

DOI: 10.1061{ASCE)1084-069920027:3(220)
CE Database keywords: Droughts; Risk; Probability; Low flow; Hydrology; Design.

Introduction Definition of Average Recurrence and Occurrence
Intervals

It is generally assumed that certain streamflow statistics evaluated . . . .
. A quantile, designate®,, is the streamflow value associated
at an annual time step, for example, floods or low flows, are p

serially independent. Consequently, frequency analyses for floodsWlth a specified exceedance or nonexceedance probakility,

) . : ractice, instead of referring to a quantile in terms of probability,
and low flows usually ignore serial correlatiém measure of per- 4 9 q P 4

: Th dav low fl defined he mini it is often referred to in terms of its average return period. For
sistencg The seven-day low flow, defined as the minimum an- example,Qg o1 represents the streamflow with an annual exceed-

nual flow obtained from a seven-day moving average of daily gnce probability equal to 0.01; this quantile is commonly referred
streamflow, is com'mon'ly used in engineering appllcatlons'such aSto as the 100-year flood, and is deno@gh,. In low flow analy-
waste load allocation, instream flow regulation, drought risk, de- ses a common design quantile is the seven-day low flow with an
sign of cooling plants, siting of treatment plants and sanitary land- average return period of 10 years, which has a nonexceedance
fills, and decision making regarding interbasin transfers and al- probability of 0.1 and is typically denote@; 1.

lowable basin withdrawals. Accurate estimation of design low  Gumbel(1941) and Thomag1948 defined the return period,
flow quantiles is paramount to the success of many engineeringT, as the interval between flood events, where a flood event was
designs. Contrary to the assumption of serial independence, Dou-defined as a streamflow greater than a threshold véalesign

glas et al.(2000 found statistically significant serial correlation flood). They noted that, assuming the flood events are indepen-
in annual minimum seven-day low flows at approximately 25% of dent of one anotheiT follows a geometric probability distribu-
the stations analyzed across the U.S. The effect of persistence otiion. Therefore

engineering design quantiles must, therefore, be evaluated in low P(T=t)=p(1—p)t~! for t=1,2,3... (1)

flow investigations. . . . .
wherep=probability that the design flood will be exceeded in any

one year(the annual exceedance probabijlitfhe mean, or ex-
!presented at the World Water and Environmental Resources Confer-pected value off, denotedE(T), is
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average return period defined in this way is indeed affected by Py
streamflow persistence. Fernandez and S&l&99a and Sen
(1999 developed more general formulations for estimating the

average return period of design events in the presence of persis-

tence. Tasker(1983 recognized the effect of persistence in

streamflow records on the reliability of quantile estimates and I-pp Ipy
developed a method for quantile estimation using the effective

record lengthn,, which, in most cases, is less than the actual
historical record lengthn, when persistence is present in the
streamflow record.

The concept of average return period can be applied to both
exceedance eventse., flood$ and nonexceedance everii®.,
low flows or droughts In this paper, we accommodate these
differing applications by redefining as the probability of design
failure regardless of whether that failure represents an exceedance
event or a nonexceedance event. We will use the phrase “recur-used by many authorf.loyd 1970; Jackson 1975; Sen 1976;
rence interval” to describe the time between a series of evets,  Hirsch 1979; Stedinger et al. 1983; Vogel 1987; Vogel and Bo-
and coin a new phrase, “occurrence interval,” to describe the lognese 1995; Fernandez and Salas 1999a; Sen) 16980del

time to the first event]. We define the expected values of these the effects of year-to-year streamflow persistence. Chung and

79

Fig. 1. Graphical representation of two-state Markov model

two intervals as Salas(2000 used more completdiscrete autoregressive and dis-
+ Average occurrence interve(T) =the expected value of the ~ crete autoregressive moving averagedels to derive the prob-
occurrence interval; and ability distribution of drought occurrence and expressions for the
« Average recurrence intervdk(W) =the expected value of the ~ average return period and risk.
recurrence interval. Following Vogel (1987), let the row vectoiP,=(p,q) specify

We believe that in practice, the average occurrence interval isthe probability that a design is in either the failure statéth
more useful than the concept of the average recurrence intervalprobability p) or the safe statéwith probability ) in yeart and
because it does not require an assumption regarding initial condi-thatP, t=1,... N forms a Markov chain with the probability
tions; hence, it more closely corresponds to design conditions. Intransition matrix

other words, one does not usually assume that a flood or drought 1—

: ; Pts Pts
has just occurred, when planning for the next flood or drought. A= } (5)
We first review previous literature on this subject using a common Pst 1= Pss

notation and terminology, and derive equations for estimating the wherep,;=probability that a failure year follows a safe year; and
average occurrence interval and failure risk that incorporate pss=probability that a safe year follows a failure year. The Mar-
streamflow persistence. We then explore the effect of streamflowkov chain model is given by,=P,_;A and is depicted graphi-

persistence on average occurrence intervals, quantiles, and theally in Fig. 1. Fig. 2 illustrates the joint probability regions with

risk of design failure. respect to the threshol&,. The marginal probabilities are de-
fined as

Two-State Markov Model P(Xi=XoNX¢-1>Xp) + P(X>XoNX;-1>Xo)

In any given year, an annual statisti, may be in one of two =P(X{-1>Xo)=p (6)

states relative to a design threshok; it either exceedsX, P(X=XoNX;_1=Xg) + P(X:>XoN X, 1<Xo)

(constituting a failure stajeor it does not(constituting a nonfail-

ure or safe stajeln the case of a flood control structure, exceed- =P(Xi-1=Xp)=¢ (7)

ing the design threshold would constitute a failure state. Alterna-
tively, in the case of a drought, exceeding a critical deficit would
constitute a failure. In any given year, the probability of failure is
equal toP(X>Xg,)=p. Conversely, the probability that the de-
sign will operate in the safe state BYX<Xy)=1—p=q. If the
assumption of serial independence Xfis valid, a simple two-

Borrowing from Sen(1976, we define the autorun coefficiemt,
as the conditional probability of two consecutive failure states,
which is expressed as

state Bernoulli model is sufficient to model the transition from X,

one state to the next. U denotes the state ofin any given year PX, S X, X, > X,) PX, > X, A X, > X,)

t, then in the two-state Bernoulli case =P(X, <X, | X,y > X,)-P(X > X,) =P(X, > X, | Xy > Xo)-P(X,, > X,)
P(U1|Ut—laUt—21---vU0):P(Ut) (3)

In other words, the state & in any given year is independent of Xo

the state ofX in any previous year. However, in the case whére X

is serially correlated, the situation is more complex. The simplest

model that accommodates persistence is a two-state Markov chain® @< %o 2 i <Xo) P > Xy n X < Xo)

model =P(X, S X, | Xy £X,)-P(X,, <X,) =P, > Xy | X, S X)) P(X,, <Xo)

P(U{Ui—1,Ui—2, ... .Ug)=P(U{U;_y) (4)

which assumes that the stateXfn any given year is only influ-
enced by the state of in the previous year. This model has been

Fig. 2. Joint probability regions for four Markov transition states for
specified design threshol,
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P(X;>XoNX;_1>Xo)
p

r=1—pis=P(X;>Xo|Xj_1>Xg) =
(8)

With the relationships defined in E(B) and Fig. 2, we can ex-
press the conditional probabilities for the other three transitions in
terms ofr, p, andq, as did Ser(1976

Prs=P(Xi=Xo|Xi_1>Xg)=1—r 9
p
psf:P(Xi>XO|Xi71$XO):ax(l_r) (10)
p
1*psf:P(Xi$Xo|Xi—1<Xo)=1*ax(lfr) (11)

Average Occurrence Interval and Risk of Failure
in Presence of Streamflow Persistence

For single events in Markov-dependent trials, Vo987 and
Fernandez and Sal#$999a derived an expression for the aver-
age occurrence interval of a system failure defined by

q2

p(1-—r)

Similarly, Sen(1999 used a two-state Markov chain model to
derive an expression for the average occurrence interval of a fail-
ure (in this case, the exceedance of a design flasl

|

Egs.(12) and(13) were derived with differing initial conditions.
Eq. (13) is conditioned on the first year being a failure year, while
for Eq. (12), the first year can be either a safe year or a failure
year. We will use the unconditional equati@t®) for the remain-

E(T)=1+ (12)

q2

E(T)= D (13)
1—6(1—r)}p(1—r)

Simplified Method for Relating Average Occurrence
Interval and Failure Risk to Persistence

If we make the common assumption that streamflow is lognor-
mally distributed and thaX represents the annual statistiaxi-
mum or minimum calculated from the log-transformed stream-
flow data, then the joint densitl?(X;>Xy,NX;_1>X,) can be
calculated using the double integral introduced by 8676

P(Xi>XoNX;—1>Xp)

_f 1
Xo

ERI T
1 2 2
X ex _2(1—_‘)2)(Xi _2pXiXi*l+Xi—l) dxidxi*l

©

(15)

wherex; andx;_;=normal variates with a mean of zero and unit
variance; ancp=lag-one autocorrelation coefficient of the log-
transformed data. The autorun coefficientEq. (8), which de-
pends on the double integral in E@.5)] is a function of bothp
andp; therefore, Eq(15) must be solved for each value pfand

p. For Egs.(12) and(14) to be of practical use, we developed an
approximation for

3 abPp®
P

The coefficients, b, andc are functions op. Using a polynomial
model, the following equations were developed for calculating the
coefficients in Eq(16):

a=1-1.514+2.601p%—1.001¢3—1.62p*+ 1.479°
17)

b=1+1.553 —0.77892—3.581(3+5.563%— 2.70%p°
(18)

c=2-2.0859+2.34192—2.29953+1.681p*—0.623°
(19)

Eqgs.(16)—(19) replace Eqgs(8) and(15), thereby simplifying the

r (16)

der of this paper to estimate the average occurrence interval of acgicyjation of the average occurrence interval and failure risk in

system failure in the presence of persistence, since that situalionhe presence of persistence. Relative errors for the approximation
most closely resembles the typical assumptions associated with g\ and the associated errors in the estimatioE6F) andR are

hydrologic design.

The fact that the average recurrence interitahe between
successive eventss not affected by streamflow persistence, but
the average occurrence interéime to the first eventis, leads

us to conclude that the effect of streamflow persistence on hydro-
logic design is most pronounced over the short term. For certain jation of E(T) it is 15%

summarized in Dougla@002. In general, relative errors for the
approximation of are less than 4% fqu=0.1, but grow larger as
p decreases, ranging from 2.3 to 7%pat 0.05 and from 4.3 to
15% atp=0.01 (Fig. 3). The average normalized root-mean-
square error for the approximation ois 1.5%; for the approxi-
and for the approximation @ it is

engineering applications, such as reservoir design, the expected go,

time to the first failure of the system is of more interest than is the

average time between successive failures over a long period of

record. This information is used to evaluate the risk of failure
over the design life of the system. If we define failure riBkas
the probability of at least one failure over the design lifepf a
system(Chow et al. 198B8and assume that we are starting in a
safe year, then failure risk can be expressed as

n
R=1-P(X;=<Xo)- || P(X¢=Xo|X(—1=Xo)
t=2

(14)

P n—-1
1-q-[1-=(1-r
a1-Ea-n)
which agrees with Sefl999 and Fernandez and Salél9994.
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Effect of Persistence on Average Occurrence Interval,
Low Flow Quantiles, and Risk

Fig. 4 illustrates the effect of streamflow persistence on the aver-
age occurrence intervak(T), calculated from Eq(12) [using
Eqgs.(16)—(19) to approximate the autorun coefficienf, Fernan-

dez and Salagl999a present a similar figure, except wil(T)

as a function ofp for selected values of. For all levels ofp,

E(T) increases as persistence increases. This is expected due to
differential persistence, which is the phenomenon whereby higher
values of persistence make it more likely to remain in a drought if
one is already in a drought. F@=0.5, E(T) ranges from two
years aip=0.0 to 6.1 years gi=0.95. Forp=0.01,E(T) ranges
from 100 years ap=0.0 to 327 years ap=0.95. Within the
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Fig. 5. Impact of persistence 0@, estimates as function @&,

tistic based on independent flow@; ;(0). Forwatersheds with
low C, (less than }, the effect of persistence on quantile estima-
tion is somewhat subdued. For instance, within the observed

. range of at-site estimates ¢f (0.0-0.8, the uantile in-
means that for th®; ;,, the average occurrence interval could be 9 pf 8 Q7.10

; . . creases only 4.5% &&,=0.1. For streamflows with higheZ,,
Er(‘_?_()er_ei’;gﬂated by nearly 100% using the conventional method Ofthe effect of persistence becomes much more dramatic Cor

=1, theQy jp estimate increases by 56¢atio of 1.5 at p=0.8,
and for C,=5, the ratio is 9.1. At very large values, the ratios
increase even faster. Fa, =10, the ratio ap=0.1 is 1.24, the
ratio atp=0.2 is 1.62, ap=0.5 the ratio is 5.5, and @t=0.8, the
ratio increases to 83. The range of the C, values for annual
minimum flows across the U.S. is illustrated in Figs. 7 and 8 in
Q7i=Tt+expp+oZy,) (20) Vogel and Wilson(1996. Those values can be converted to a
range inC, values using Fig. 8 in Limbrunner et §2000.

Figs. 6 and 7 illustrate the impact of serial correlation on the
failure risk,R. The presence of persistence cauRés grow more
slowly with time. For example, with a 25-year design life gmd
=0.1, the risk of failure is 23% lower @t=0.8 (R=0.72) than at
p=0.0 (R=0.93). Another way to look at this is, for a specified
risk, the design life increases as streamflow persistence increases.
For instance, the horizontal dashed line in Fig. 6 represBnts
=0.65. By defining the design occurrence interval as the average
occurrence interval and equating this to the expected life of an

observed range of at-site estimate$d0.0-0.8, E(T) increases
by 66% forp=0.01, 75% atp=0.02, and 98% fop=0.1. This

The effect of persistence on the seven-day, 10-year low flow
(Q7,10 is illustrated in Fig. 5. Annual minimum seven-day low
flows were assumed to follow a three-parameter lognofifdB)
probability distribution, which is obtained by letting K{-7) be
normally distributed. The LN3 model for th@- ;, quantile is

wheret=lower bound;u ando=mean and standard deviation of
In(X—1); and Zp=<I)*1(p), the inverse cumulative distribution
function of a standard normal variate. For the illustrative purposes
of this sectiony was set equal to zero, reducing the distribution to
two-parameter lognormal. The LN3 distribution is used in a later
section. For independent low flowg= 1/E(T) or 0.1 in the case

of the Q;1,. However, whenE(T) remains constanti.e., 10
years, the value ofp increases with persistencg, for p ranging
from 0.01 to 0.99 and for coefficients of variatio@,) from 0.1

to 10 was calculated by specifyir@, , settingE(T)=10 years,
and solving Eqs(16)—(19) simultaneously fop. Fig. 5 illustrates
that asC,, increases, so too does the ratio of the low flow statistic

. 1 e ————
based on serially correlated flow®; ;4p), to the low flow sta- os ,
«
~ 0.8 |
1000 g
2 = 071 R =065
g 4 06 aeer
g % 6
® 0.5 |
g 2
£ 10 8 04
3 E 0.3
s ©
£ x 02
3 10 2 0T
0.1 =0
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S 0 : ‘ ‘ ‘
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Z 1 . . . . Design Occurrence Interval (years)
0.00 0.20 0.40 0.60 0.80 1.00
Lag-one autocorrelation coefficient (o) Fig. 6. Effect of persistence on risk of failuf&) and design occur-
rence interval forp=0.1. Dashed line represents a specified
Fig. 4. Variation in average occurrence interva(T), with p for =0.65. Design occurrence interval is set equal to the average occur-
selected values gf rence interval.
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1000 ] Effect of Streamflow Persistence on Hydroeconomic
R=0.95 Analysis
"’E R=0.9
g e Chow et al.(1988 showed that the optimum design occurrence
g R interval can be determined by knowing the probability of failure
£ R=0.5 in any one year and the damage cost associated with this failure.
g 100 EZEZ As the design occurrence interval increases, the capital cost of a
§ : structure increasgd®ecause the magnitude of the event increlases
8 ~ R=02 but the expected cost of damagdes risk cos} decreases because
§ the probability of occurrence decreases. The optimal design oc-
8 = currence interval is the average occurrence interval that mini-
p=0.01 . . ) .
mizes the sum of the capital cost and expected risk cost. The risk
O T o oz s os o5 os o7 o8 os 1 cost,Dg, is the product of the annual probabilitfx)dx, of an
(@) Lag-one autocorrelation coefficient, p event of magnitude;, and the expected damadg(x), resulting
1000 from the event, integrated for>x,
§ reoen Do= LOD(X)-f(x)dx (22)
= R=0.9
é E:S‘? Neither the exceedance probability of an evppt ffof(x)dx]
g 100 - R0 nor the risk costD,, which is based on both the magnitude and
g i Efgj the probability of the event, is influenced by persistence. How-
& R=0:3 ever, as we have already shown, the average occurrence interval
g associated with each event is influenced by persistence. Fig. 8 is
2 R=0.2 an extension of Example 13.2.3 in Chow et(dl988. By intro-
p=0.02 ducing a modest value of streamflow persistepce0.3) into the
10 : : , : ‘ ‘ : analysis, the total cost curvesum of capital and risk costss
O T shifted to the right, resulting in the optimal design occurrence
Lag-one autocorrelation coeffictent, interval increasing from 25 yeaiss in the original analysigo
100 R=0.95 28 years. This means that the expected design life of this system
R=0.9] (if assumed equal to the optimal occurrence intenislthree
3 - R=0.8 | years(12%) greater than it would have been if persistence had
2 R=0'ed been ignored.
g R=0.6
=
g 10 o Impact of Persistence on Low Flow Risk Estimation
g in the United States
Q R=0.2
% Fernandez and Sal&3999h demonstrated the effects of persis-
3 tence on low flow quantiles, risk, and occurrence interval estima-
p=0.1 tion using natural streamflow records in Colorado and Argentina.
1 Tasker(1983 used Monte Carlo simulations to compute effective

oo ez 0s 00808 0T 08 08 record lengths for low flow quantiles estimated from specified

values of record length and streamflow persistence. To investigate
Fig. 7. (a) Design occurrence interval at specified values of risk of the general effect of incorporating streamflow persistence on hy-
failure (R) for p=0.01; (b) Design occurrence interval at specified drologic design parameters, we computed the average occurrence
values of risk of failure(R) for p=0.02; (c) Design occurrence in-  interval and the seven-day, 10-year low flow quanti® (g ac-

terval at specified values of risk of failuf®) for p=0.1 (assumes counting for persistence at over 1,000 sites across the U.S. These
that design occurrence interval is equal to average occurrence inter£stimates were then compared to the average occurrence intervals
val) and quantiles computed by conventional methods that ignore the
impact of persistence.

Analyses in this study were performed using historical average
daily streamflow records contained in the Hydro-Climatic Data
Network, a dataset compiled by Slack et 1993 for 1,571
engineered system, the expected life increases from 10 years agauging stations across the continental U.S. Results were summa-
p=0.0 to 12 yearga 20% increaseat p=0.4 and 20 yearsa rized for the 18 water resources regions illustrated in Fig. 9. Low
100% increaseat p=0.8. Clearly, incorporating the effects of flows were assumed to follow an LN3 distribution aqd} 1o
persistence into hydrologic design can be beneficial because thejuantiles were estimated using E80). The following estimators
expected life of a system will be longer when persistence is ac- of the LN3 distribution parameters were usé@doucks et al.
counted for. Figs. (@—0 are plots of design occurrence intervals 1981):
at specified values dR for p=0.01, 0.02, and 0.1, which corre- s
spond to conventional design return periods of 100, 50, and 10 Ao X(l)x(n)_xo;so
years, respectively. X(1)F X(m— 2X0.50

(©

Lag-one autocorrelation coefficient, p

(22)
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Fig. 8. Optimal design occurrence interval with persisteri28

yearg and without persistencé5 year; modification of example Fig. 10. Box plots of E(T) estimates of); 1, for stations across the
13.2.3 in Chow et al(1988 U.S. Each box plot represents the distributions¢fl) estimates for

individual stations within each region.

. X—T
p=in \/mzm} (23) Values ofC, for the Q; 1, flows ranged from 0.1 to 1.7; therefore,
X the impact of persistence on quantile ratios for these stations was
. s expected to be small to moderdfég. 5. Median quantile ratios
a?=In/1+ =72 (24) range from 1.004 in region 1 to 1.068 in regior{upper Missis-

sippi Riven. Upper quartiles ranged from 1.017 in region 1 to
Records that contained zero flow values were excluded from this1.155 in region 12(Texas Gulf. The maximum ratio in each

analysis because Kroll and Vogé2002 found that streamflow  region ranged from 1.090 in region 1 to 1.855 in region(is-
records that contain zeros have very different distributions than souri Riveb_ In all regionsl there were stations where the conven-

those without zeros, and records with zero flows are poorly ap- tional method of quantile estimation would underestim@te,,

proximated by an LN3 distribution function. _ flows by at least 9%. In nine of the 18 regiofiegions 2, 3, 4,
Fig. 10 shows the variability oE(T) estimatesusing Eq. 9-13, 17, and 18 there were stations where this underestimation

(12)] for 1,048 stations across the United States. Median valueswould be 20% or more.

range from 10.2 years in region(lew Englandito 12.9 years in At-site estimates of the lag-one autocorrelation coefficiept

region 8 (lower Mississippi River. Upper quartiles range from  for LN3-transformed flow$In(X—1)] were used to estimat&(T)

10.6 years in region 1 to 13.5 years in region 8. The maximum at each site. A summary of at-sitg values for each region is
value in each region ranges from 12.3 years in region 1 to 22.6 included in Table 1. These at-site estimates ranged from less than
years in region 17Pacific Northwest These results indicate that, 0 (in which casa, was set equal to)ao 0.848. At-site estimates
while the effect of persistence on average occurrence interval es-of r, for the untransformed flows ranged from less than O to
timates is at most 3.5% for three-quarters of the stations evalu-0.841. There is enormous sampling variability associated with
ated,E(T) estimates in each region can be from 23 to greater than at-site estimates of lag-one correlation coefficients, and regional
100% higher tharE(T) = 10 years estimated by the conventional estimates may reflect the serial correlation structure better than
method,E(T) = 1/p. the at-site estimate®ogel et al. 1998 However, not having per-

Fig. 11 illustrates the quantile rati¢; 1dp)/Q7140)] sum- formed the type of sampling experiments as did Vogel et al.
marized for the same stations. Ratios higher than one indicate tha{1998 for annual flow series, we were unsure of the size of the

the Q7,10 quantile estimated by our method is higher than would region needed to ensure homogeneity.
be estimated by conventional metho@gith constantp=0.1).
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Fig. 9. Water resources regions used for this study Fig. 11. Box plots ofQ7 jpquantile ratios for stations across the U.S.
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Table 1. Lag-One Autocorrelation Coefficients for LN3-Transformed
Q7,10 Flows at Stations used in this Study

ronmental Science and Forestry, and by EPA STAR Fellowship
No. U-91577501, it has not been subjected to the Agency’s re-

Median  Upper  Lower quired peer and policy review, and therefore, does not necessarily
Region r quartle quartle  Maximum  Minimum reflect the views of the Agency, and no endorsement should be
inferred.

1 0.05 —0.05 0.15 0.41 —0.33

2 0.17 0.07 0.28 0.54 —0.26 )

3 0.31 0.18 0.43 0.66 -0.27 Notation

4 0.36 0.24 0.46 0.60 -023 The following symbols are used in this paper:

s 0.24 0.14 0.37 0.70 —0.2r E(T) = average occurrence interval,

6 0.22 0.12 0.28 0.64 —0.29 E(W) = average recurrence interval,

7 0.39 0.29 0.48 0.73 0.00 N,n sample size, i.e., number of years of record, de-
8 0.47 0.29 0.52 0.65 0.10 sign life;

9 0.35 032 045 0.58 0.04 p = probability of failure;

10 0.40 026 049 0.70 —0.17 pis = probability that failure year follows saf@onfail-
11 0.38 0.17 0.47 0.60 -0.01 ure) year:
12 0.33 0.16 0.43 0.76 0.00 ps; = probability that safénonfailure year follows fail-
13 0.28 0.03 0.41 0.67 -0.17 ure year;
14 0.18 0.07 0.34 0.56 -0.35 Q, = quantile;
15 0.39 0.33 0.52 0.73 0.15 g = probability of operating in safénonfailure state;
16 0.34 0.22 0.42 0.80 0.05 R = failure risk, probability of at least one failure over
17 0.21 0.10 0.33 0.85 —-0.28 life of system;
18 0.18 0.07 0.30 0.76 —0.39 r autorun coefficient, probability of two successive

failure years;
Conclusions ry a.t-site estimate of lag-one autocorrelation coeffi-
cient;
T = occurrence interval;

We defined the average occurrence inteni(T), as the ex-

pected time to the first event of interest. Here an event is defined Y = sState ofX (failure or nonfailurg refative to thresh-
as the exceedander nonexceedangef some threshold event. old value; L .

The risk associated with an eveR, was defined as the probabil- X = annual statistics, i.e., annual maximum streamflow,
ity of at least one event over the design life of the system. Con- ann_ual low flow; . . . .
ventional methods for estimating(T) and R generally ignore Xo = design threshold, i.e., design flood, critical deficit;
serial correlation(persistencein streamflow. This is largely be- Zp Inverse cumulatl_ve d|s:[rl|but|on function of stan-
cause traditionally, engineers have worked with the concept of a dard normal variate ® " ~(p); o
recurrence interval, which is the time intermtweertwo events, w0 = mean and standard deviation of normal distribu-
as opposed to the occurrence interval, which is the time to the first tion; . -

event. The recurrence interval is not influenced by the persistence ~ P = lag-one autocorrelation coefficient; and

of the flow process, whereas the occurrence interval is. The oc-
currence interval is better suited to hydrologic design problems

because it does not require the engineer to make assumptions

= lower-bound parameter of three-parameter lognor-

mal distribution(LN3);

about initial conditions, prior to the design life. However, if the References

occurrence interval is to find use in practice, one should include
the impacts of persistence in the calculation.

By defining p as the probability of the event, regardless of
whether that event is defined by the exceedance or nonexceedanc
of a threshold value, equations for estimating the expected occur-

rence intervaE(T) and riskR in the presence of persistence were Douglas, E. M.(2002.
derived. This study has shown that for observed ranges of stream-

flow persistenceE(T) can be up to 98% greater arftican be
23% or more lower than conventional estimates. This means that

taken into account. An evaluation of historical low flow data at
over 1,000 sites across the United States indicatesB{E) es-

timates for theQ, 0 at some stations in each region were 20 to Fe

>100% higher tharE(T)=10 years estimated by the conven-
tional method, and that quantile estimates at stations in half of the
regions were underestimated by 20% or more.
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